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ABSTRACT
Interdisciplinary collaborations have generated huge impact to so-
ciety. However, it is often hard for researchers to establish such
cross-domain collaborations. What are the patterns of cross-domain
collaborations? How do those collaborations form? Can we predict
this type of collaborations?

Cross-domain collaborations exhibit very different patterns com-
pared to traditional collaborations in the same domain: 1) sparse
connection: cross-domain collaborations are rare; 2) complemen-
tary expertise: cross-domain collaborators often have different ex-
pertise and interest; 3) topic skewness: cross-domain collaboration
topics are focused on a subset of topics. All these patterns violate
fundamental assumptions of traditional recommendation systems.

In this paper, we analyze the cross-domain collaboration data
from research publications and confirm the above patterns. We
propose the Cross-domain Topic Learning (CTL) model to address
these challenges. For handling sparse connections, CTL consoli-
dates the existing cross-domain collaborations through topic layers
instead of at author layers, which alleviates the sparseness issue.
For handling complementary expertise, CTL models topic distri-
butions from source and target domains separately, as well as the



Year

P
ro

ba
bi

lit
y

 

 

1990 1995 2000 2005
0

1

2

3

4

5

6

7
x 10

−3

Existing Collaborations
New Collaborations

(a) DM - TH

Year

P
ro

ba
bi

lit
y

 

 

1990 1995 2000 2005
0

0.002

0.004

0.006

0.008

0.01
Existing Collaborations
New Collaborations

(b) DM - MI

Year

P
ro

ba
bi

lit
y

 

 

1990 1995 2000 2005
2

4

6

8

10

12
x 10

−3

Existing Collaborations
New Collaborations

(c) DM - VIS

Year

P
ro

ba
bi

lit
y

 

 

1990 1995 2000 2005
0

1

2

3

4

5

6

7

8
x 10

−3

Existing Collaborations
New Collaborations

(d) MI - DB

Figure 1: The comparison of existing collaboration and new collaboration trends over years. DM - Data Mining domain; MI -
Medical Informatics domain; TH - Theory domain; VIS - Visualization domain; DB - Database domain. The trends of cross-domain
collaborations in all but one case are growing (The exception between DM and VIS remain roughly constant over time). Newly
formed cross-domain collaborations are significantly in all cases.

we should focus on better modeling those topics with high proba-
bility of having cross-domain collaborations.

Despite of the above challenges, once such cross-domain col-
laboration is successfully formed, its impact is usually tremen-
dous. In our study, cross-domain collaborations constitute a small
portion of all possible collaborations as shown in Figure 1. The
trends of cross-domain collaboration in many cases are growing.
Newly formed cross-domain collaborations are significant in all
cases, which confirmed the potential need for cross-domain col-
laborations.

Based on these observations, we propose the Cross-domain
Topic Learning (CTL) method that addresses all three challenges
including sparse connection, complementary expertise and topic
skewness. CTL is a generative topic model that differentiates rele-
vant topics to cross-domain collaboration from other topics.

We compare CTL with several baseline approaches on large pub-
lication data sets of different domains. CTL outperforms others
significantly on recommendation metrics. Beyond accurate rec-
ommendation performance, CTL is also insensitive to parameter
tuning as confirmed in the sensitivity analysis. Finally, we inte-
grate CTL into a large-scale web application for recommending
cross-domain research collaborators, which further demonstrates
the scalability of CTL in handling real-time queries.

The rest of this paper is organized as follows: Section 2 for-
mulates the cross-domain recommendation problem formally; Sec-
tion 3 presents our proposed methods on cross-domain recommen-
dation; Section 4 describes the experiments; Section 5 presents the
related work; then we conclude in Section 6.

2. PROBLEM DEFINITION
We present required definitions and formulate the problem of

cross-domain collaboration recommendation. Without loss of gen-
erality, we assume there are two domains, the source domain and
the target domain. Our goal is to recommend potential collabora-
tors in the target domain for a specific user from the source domain.

Definition 1. Source/Target domain. The source (or target) do-
main can be represented as a social network G = (V, E, X), where
V is a set of |V | = N users and E ⊆ V × V is a set of undirected
(collaborative) relationships between users, X is an N ×d attribute
matrix in which every row corresponds to a vector of attribute val-
ues of a user. We use xj to denote the jth attribute.

We use superscript S and T to differentiate the source domain
and the target. If there is no ambiguity, we will omit S for the
source domain and use superscript ′ for the target, for brevity. Sup-
pose each user vi is associated with d attributes. For example, in the

research collaboration network, each user is associated with a set
of publication papers or a set of words appearing in those papers.
Given this, we have the following definition:

Definition 2. Domain-specific topic models. A topic model θi
of a user vi is a multinomial distribution of attributes {P (xj |θi)}j .
Then a domain is considered as a mixture of multiple user-specific
topic models. The assumption behind is that attributes associated
with the user are sampled following a distribution corresponding to
each topic, i.e., P (x|θi).

Such a definition is usually used in the LDA/PLSI style topic
models [4, 15]. According to the above definition, attributes with
the highest probability associated with each topic would suggest the
semantics represented by the topic. For example, a “Data Mining”
topic discovered from the publication data can be represented by
keywords “clustering”, “learning”, “classification”, etc.

The input of our problem consists of a source domain GS and a
target domain GT , each associated with topic models. Please note
that the source domain and the target domain can be overlapping,
i.e., V S ∩ V T �= ∅. Given this, we can precisely define the fol-
lowing problem:

Problem 1. Cross-domain collaboration recommendation.
Given (1) a source domain GS and a target domain GT , (2) topic
models θ and θ′ associated with users in the two domains respec-
tively, the goal is to rank and recommend potential collaborators in
the target domain for a specific user vq from the source domain.

The fundamental challenge of this problem is how to capture the
collaboration patterns across different domains. Within the same
domain, homophily is often considered as the driven force for the
formation of collaborative relationships, which suggests that peo-
ple with the similar interest (topic model θ) tend to collaborate with
each other. However, in the cross-domain setting, the problem is
very different. Technically, it is challenging to extract and discrim-
inate topics in the two domains. In particular, given a specific user
and her topic distribution from the source domain, on which topics
and with whom should she collaborate in the target domains?

3. CROSS-DOMAIN TOPIC LEARNING
We begin by considering some baseline solutions and then pro-

pose our cross-domain topic learning approach. A simple approach
to the problem is to construct a collaboration graph connecting
users between source and target domains and then use a random
walk with restart algorithm [28] to rank collaborators in the target
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Input: a source domain GS and a target domain GT

Output: estimated parameters θ,θ′,φ, ϑ, and λ

Initialize an ACT model in GS by learning from documents written by
authors only from GS ;
Similarly, initialize an ACT model for target domain GT ;
foreach collaborated document d do

foreach word xdi ∈ d do
Toss a coin sdi according to bernoulli(sdi) ∼ beta(γt, γ),
where beta(.) is a Beta distribution, and γt and γ are two
parameters;
if sdi = 0 then

Randomly select a pair (v, v′) from d’s authors, where v
is an author from GS and v′ from GT ;
Draw a topic zdi ∼ multi(ϑvv′ ) from the topic
mixture ϑvv′ specific to (v, v′);

end
if sdi = 1 then

Randomly select a user v;
Draw a topic zdi ∼ multi(θv) from the topic model of
user v;

end
end
Draw a word xdi ∼ multi(φzdi ) from zdi-specific word
distribution;

end

Algorithm 1: Probabilistic generative process in CTL.
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Figure 3: Graphical representation of CTL model.

a topic z of the source domain to a topic z′ of the target domain
(and vice versa). The link weight between user node v and topic
node z is defined as the probability P (z|v) obtained from the ACT
model. Then the relatedness of the query node to a target topic z′

is defined by a similar formula as that in Eq. 1 and analogously we
can define the relatedness between the query node and user nodes
in the target domain.

3.3 Cross-domain Topic Learning (CTL)
The topic matching method does not discriminate the “collabo-

ration” topics from those topics existing in only one domain. As
a result, the “irrelevant” topics (irrelevant to collaboration) may
hurt the collaboration recommendation performance. We develop a
new topic modeling approach called Cross-domain Topic Learning
(CTL) to model topics of the source domain and the target domain
simultaneously.

Model description. The basic idea here is to use two correlated
generative processes to model the source and the target domains
together. The first process is to model documents written by authors
from single domain (either source or target). The second process is
to model collaborated documents. For each word in a collaborated
document, we use a Bernoulli distribution to determine whether
it is generated from a “collaboration” topic or a topic-specific to
one domain only. Figure 3 shows the graphical structure of the

Table 1: Notations in the CTL model.
SYMBOL DESCRIPTION

T number of topics
d a collaborated document

Ad a set of authors of document d
xdi the ith attribute (word) in document d
zdi the topic assigned to attribute xdi

sdi if xdi is a word from a single domain or a cross domain
θv multinomial distribution over topics specific to author v

ϑvv′ multinomial distribution over topics specific to author
pair (v,v′)

φz multinomial distribution over words specific to topic z
α, β Dirichlet priors to multinomial distributions θ, θ′ and φ

λ parameter for sampling the binary variable s
γ, γt Beta parameters to generate λ

CTL model. (For simplicity, we omit the modeling part for single
domain and focus on the modeling of the collaborated documents.)
CTL models each cross-domain collaborated document using topic
models of authors from the source domain and the target domain.

Let us briefly introduce notations. Ad is a set of authors of doc-
ument d; v is an author and (v, v′) is an author pair randomly sam-
pled to be responsible for word x; s is a binary variable indicating
whether the current word inherits the topic from a single domain
(s = 1) or by a cross-domain collaboration s = 0; θ and θ′ are
topic models from the source domain and the target domain, re-
spectively; ϑvv′ is a collaboration topic model specific to author
pair (v, v′); α is the Dirichlet hyperparameter; λ is a parameter
for sampling the binary variable s; γ and γt are Beta parameters
to generate λ. Table 1 summarizes the notations used in the CTL
model.

Formally, the generative process is described in Algorithm 1:
first, documents of the two domains GS and GT are partitioned
into three clusters: documents written by authors only from the
source domain, documents written by authors only from the tar-
get domain, and documents collaborated by authors from both do-
mains. Then CTL respectively extracts topics of authors from the
first two document clusters (without cross-domain collaborations)
according to the distributionp(θv|α) and p(θ′

v′ |α), where α is the
Dirichlet prior. For simplicity, we use the same prior α for both
source and target domains.

Second, CTL models the cross domain collaboration documents.
For each word xdi in document d, a coin s is tossed according to
p(s|d) ∼ beta(γt, γ), where beta(.) is a Beta distribution. When
s = 1, a single user v (or v′) is chosen according to a uniform
distribution, then the word xdi is sampled from a selected topic
zdi specific to the user v, according to θv (therefore, this is not a
cross-domain collaboration). When s = 0, a pair of cross-domain
collaborators (v, v′) are selected, and a new multinomial distribu-
tion ϑvv′ is constructed by combining θv and θv′ (therefore, cross-
domain collaboration is formed). More specifically, we first expand
the source and target topic spaces to be of the same dimension. For
example, if source domain has 10 topics and target domain 5 top-
ics, the expanded topic space will have 15 topics (10 from source
domain and 5 from target domain). The expanded source topic
distribution θ̃v =< θv, 0, . . . , 0 >, where we set 0 on the target
topics. Similarly, we define the expanded target topic distribution
to be θ̃′

v′ =< 0, . . . , 0, θ′
v >. The new distribution ϑvv′ is then

defined as θ̃v + θ̃v′ , a simple mixture of the two expanded multi-
nomials of θv and θv′ [5]. Finally the word xdi is sampled from a
collaboration topic zdi according to the new distribution ϑvv′ .

Figure 4 illustrates an example of CTL learning. Before CTL
learning, each author only has topic distribution in either source or
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1,932,442 publications. The data we used in our experiments spans
from 1990 to 2005. We consider the following five sub-domains:

• Data Mining: We use papers of the following data min-
ing conferences: KDD, SDM, ICDM, WSDM and PKDD
as ground truth, which result in a network with 6,282 authors
and 22,862 co-author relationships.

• Medical Informatics: We include the following journals:
Journal of the American Medical Informatics Association,
Journal of Biomedical Informatics, Artificial Intelligence in
Medicine, IEEE Trans. Med. Imaging and IEEE Transac-
tions on Information and Technology in Biomedicine, from
which we obtain a network of 9,150 authors and 31,851 co-
author relationships.

• Theory: We include the following conferences, i.e., STOC,
FOCS and SODA, from which we get 5,449 authors and
27,712 co-author relationships.

• Visualization: We include the following conferences andTh4ory:



Table 2: Recommendation performance by different methods
on the four cross-domain test cases (%). Content− Content
Similarity; CF− Collaborative Filtering; Author− Author Matching;
Topic− Topic Matching.

Cross
domain

ALG P@10 P@20 MAP R@100
ARHR

-10
ARHR

-20

Data
Mining (S)

to
Theory (T)

Content 10.3 10.2 10.9 31.4 4.9 2.1
CF 15.6 13.3 23.1 26.2 4.9 2.8

Hybrid 17.4 19.1 20.0 29.5 5.0 2.4
Author 27.2 22.3 25.7 32.4 10.1 6.4
Topic 28.0 26.0 32.4 33.5 13.4 7.1
Katz 30.4 29.8 31.6 27.4 11.2 5.9
CTL 37.7 36.4 40.6 35.6 14.3 7.5

Medical
Info. (S)

to
Database (T)

Content 10.1 10.9 12.5 45.9 3.6 2.1
CF 18.3 20.2 21.4 47.6 5.3 3.9

Hybrid 25.0 26.5 28.4 59.1 6.4 4.2
Author 26.2 29.6 32.2 54.8 10.5 5.4
Topic 29.4 26.3 34.7 59.3 11.5 5.2
Katz 27.5 28.3 30.7 57.2 10.5 5.0
CTL 32.5 30.0 36.9 59.8 11.4 5.4

Medical
Info. (S)

to
Data

Mining (T)

Content 5.8 5.7 9.5 19.8 1.9 0.9
CF 13.7 17.8 18.9 34.3 2.7 1.3

Hybrid 18.0 19.0 19.8 36.7 3.4 1.3
Author 20.1 23.8 29.3 64.4 5.3 2.1
Topic 26.0 25.0 33.9 48.1 10.7 5.6
Katz 21.2 23.8 32.4 48.1 10.2 4.8
CTL 30.0 24.0 35.6 49.6 12.2 6.0

Visual. (S)
to

Data
Mining (T)

Content 9.6 11.8 13.2 18.9 3.1 1.8
CF 14.0 20.8 26.4 29.4 6.9 4.3

Hybrid 16.0 20.0 27.6 30.1 6.3 4.4
Author 22.0 25.2 27.7 31.1 11.9 6.7
Topic 26.3 25.0 32.3 31.4 13.2 8.8
Katz 23.0 25.1 29.3 30.2 10.4 5.4
CTL 28.3 26.0 32.8 36.3 14.0 9.1

ber of cross-domain topics varied. We see, when the number is
small (< 80), increasing the number often obtains a performance
improvement. The trend becomes stable when the number is up
to 150. This demonstrates the stability of the CTL method with
respect to the number of topics.

Hyperparameter analysis. We use α as the example to ana-
lyze how hyperparameter influences the performance of the CTL
method. Figure 5(b) shows the performance of CTL with the pa-
rameter α varied (all the other hyperparameters fixed and the num-
ber of topics is set as T = 120). We see although the performance
changes when varying the value of α, the largest difference is less
than 0.03 This confirms CTL method is not sensitive to the partic-
ular choice of α.

Restart parameter analysis. We study how the parameter τ influ-
ences the process of random walk with restart. Figure 5(c) plots the
performance of the CTL method on the four test cases with the pa-
rameter τ varied. In general, the recommendation performance is
not sensitive to the restart parameter τ . By a careful investigation,
we find that a small τ makes the random walk diffuse too quickly
thus can hurt the precision, while a large τ limits the diffusion pro-
cess and thus can result in a lower recall.

Convergence analysis. We further investigate the convergence
of the random walk with restart algorithm. Figure 5(d) shows
the convergence analysis of different models on the test case of
Visualization-Data Mining. We see all the three models converge
within 10 iterations and CTL achieved even faster convergence
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Figure 6: Performance on new collaboration prediction of all
algorithms.

(within 5 iterations). This fast convergence on CTL model enable
real time query support that is crucial in the deployed system we
will discuss next.

New Collaboration Prediction The collaboration network is dy-
namic in nature, with collaborative relationships created over time.
In general, there are two types of collaborative behaviors, maintain-
ing existing collaborations and building new collaborations. Can
we predict who will create a new collaboration in the future? This
is a more difficult task. We conduct an experiment to evaluate the
performance of the proposed method for new collaboration predic-
tion. In particular, we still use the publication data before 2001 for
training and the data between 2001-2005 for test, and in the evalua-
tion, we only consider new collaborations in the test data. Figure 6
shows the performance of new collaboration prediction by the six
comparison algorithms. On average, the performance of all algo-
rithms drops a bit, but all algorithms have similar behaviors as that
in Table 2. In particular, it is exciting to see that CTL can still main-
tain about 0.3 in terms of MAP which is significantly higher than
the baseline methods.

4.3 Prototype System
We have developed and deployed a web application for cross-

domain recommendation based on the proposed CTL method5. The
system trained a CTL model offline using all the publication data
(about 1,932,442 publication papers) in Arnetminer.org. When a
user wants to find cross-domain collaborators, he first inputs his
profile (including organization and research interest) or use an ex-
isting author profile via the Arnetminer system, which includes
more than 1 million researcher profiles. Then the user inputs the
target domain (by keywords) in which he wants to find collabo-
rations. The system performs the random walk with restart algo-
rithm (Cf. §3.3) online against the CTL model to rank potential
topics/collaborators in the target domain.

5. RELATED WORK
Collaboration recommendation plays an important role in many

fields and has attracted a lot of research interest. Chen et al. [7]
have developed a system called CollabSeer for discovering poten-
tial collaborators for a given author based on the structure of the
coauthor network and the user’s research interests. This is the
most relevant paper to our work. However, it does not consider
the cross-domain problem. Konstas et al. [17] investigated how
social relationships can help recommendation. They developed a

5http://arnetminer.org/collaborator
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8. APPENDIX
According to the generative process, we could integrate out

the multinomial (Bernoulli) distributions θ, θ′, ϑ, λ, φ, because the
model only uses conjugate priors [10P4 075(10cl0 Td
[(,)-256(because)-255p
/T1_0 1 TcT1_2 1 15.np7�,)-145(�)]TJ
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