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Abstract—Despite years of research, the name ambiguity problem remains largely unresolved. Outstanding issues include how to

capture all information for name disambiguation in a unified approach, and how to determine the number of people K in the

disambiguation process. In this paper, we formalize the problem in a unified probabilistic framework, which incorporates both attributes

and relationships. Specifically, we define a disambiguation objective function for the problem and propose a two-step parameter

estimation algorithm. We also investigate a dynamic approach for estimating the number of people K. Experiments show that our

proposed framework significantly outperforms four baseline methods of using clustering algorithms and two other previous methods.

Experiments also indicate that the number K automatically found by our method is close to the actual number.

Index Terms—Digital libraries, information search and retrieval, database applications, heterogeneous databases.
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1 INTRODUCTION

DIFFERENT people may share identical names in the real
world. It is estimated that the 300 most common male

names are used by more than 114 million people (taking
about 78.74 percent) in the United States (http://names.
mongabay.com/male_names.htm). In many applications
such as scientific literature management and information
integration, the people names are used as the identifier to
retrieve the information. Name ambiguity will greatly hurt
the quality of the retrieved information.

To underline the seriousness of the problem, we have
examined 100 person names in the publication data and
found, for example, there are 54 papers authored by
25 different “Jing Zhang” in the DBLP database. Also, three
students named “Yi Li” have graduated from the first
author’s lab.

1.1 Motivation

We begin by illustrating the problem with an example
drawn from a real-world system (http://arnetminer.org)
[40]. In this system, we try to extract researcher profiles
from the web and integrate the publication data from online
databases such as DBLP, ACM Digital Library, CiteSeer,
and SCI. In the integration, we inevitably have the name
ambiguity problem. Fig. 1 shows a simplified example. In
Fig. 1, each node denotes a paper (with title omitted). Each
directed edge denotes a relationship between two papers

with a label representing the type of the relationship
(cf. Section 2.1 for definitions of the relationship types).
The distance between two nodes denotes the similarity of
the two papers in terms of some content-based similarity
measurement (e.g., cosine similarity). The solid polygon
outlines the ideal disambiguation results, which indicate
that 11 papers should be assigned to three different authors.
An immediate observation from Fig. 1 is that a method
based on only content similarity (the distance) would be
difficult to achieve satisfactory performance, and that
different types of relationships can be helpful, but with
different degrees of contribution. For example, there is a
CoAuthor relationship between nodes #3 and #8. Although
the similarity between the two nodes is not high, benefiting
from the CoAuthor relationship, we can still assign the two
nodes (papers) to the same author. On the contrary,
although there is a Citation relationship between nodes #3
and #7, the two papers are assigned to two different
authors. Thus, one challenge here is how to design an
algorithm for the name disambiguation problem by
considering both attribute information of the node and the
relationships between nodes.

1.2 Prior Work

The problem has been independently investigated in
different domains, and is also known as entity resolution
[4], [5], [7], web appearance disambiguation [3], [20], name
identification [26], and Object distinction [49]. Despite many
approaches proposed, the name ambiguity problem re-
mains largely unresolved.

In general, existing methods for name disambiguation
mainly fall into three categories: supervised based, unsuper-
vised based, and constraint based. The supervised-based
approach (e.g., [17]) tries to learn a specific classification
model for each author name from the human-labeled
training data. Then, the learned model is used to predict
the author assignment of each paper. In the unsupervised-
based approach (e.g., [18], [36], [37], [49]), clustering
algorithms or topic models are employed to find paper
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partitions, and papers in different partitions are assigned to
different authors. The constraint-based approach also
utilizes the clustering algorithms. The difference is that
user-provided constraints are used to guide the clustering
algorithm toward better data partitioning (e.g., [2], [51]).

Furthermore, several other approaches based on rules,

citation/author graphs, and combinations of the different

approaches have been studied. For example, Whang et al.

[47] introduce a negative rules-based approach to remove

the inconsistencies in the databases and develop two

algorithms to identify important properties to create the

rules. Davis et al. [11] have developed an interactive system

which permits a user to locate the occurrences of named

entities within a given text. The system is to identify

references to a single art object (e.g., a particular building)

in text related to images of that object in a digital collection.

McRae-Spencer and Shadbolt [28] present a graph-based

approach to author disambiguation on large-scale citation

networks by using self-citation, coauthor relationships. The

approach can achieve a high precision but a relatively low

recall. Yu et al. [50] have developed supervised approaches

to identify the full forms of ambiguous abbreviations within

the context they appear. More recently, Chen et al. [8] study

how to combine the different disambiguation approaches

and propose an entity resolution ensemble framework,

which combines the results of multiple base-level entity

resolution systems into a single solution to improve the

accuracy of entity resolution. Whang et al. [46] propose an

iterative blocking framework where the resolution results of

blocks are reflected to subsequently processed blocks. On

and Lee [32] study the scalability issue of the name

disambiguation problem. Although much progress has

been made, existing methods do not achieve satisfactory

disambiguation results due to their limitations:

1. Some existing graph clustering methods (e.g., [31],
[35], [48]) focus on partitioning the data graph based
on the topological structure; some other methods
(e.g., [18], [42]) aim to cluster the data graph
according to node similarity. A few researchers
(e.g., [38], [52]) try to combine the two pieces of
information. For example, Zhou et al. attempt to
combine information based on both vertex attributes
(i.e., node similarity) and graph topological structure
by first constructing an attribute augmented graph
through explicit assignments of hattribute, valuei
pairs to vertices, and subsequently estimating the
pairwise vertices’ closeness using a neighborhood

random walk model. The pairwise comparisons
mean that they subsequently discard topological
information. Although the authors were able to
demonstrate that attribute similarity increases the
closeness of pairwise vertices in their distance
measure, how to optimally balance the contributions
of the different information is still an open problem
They are only able to conclude that adding attribute
similarity information to the clustering objective will
not degrade the intracluster closeness. Further, in
[52], the experimental data sets contain very few
attributes. The first data set (political blogs) only has
one (binary) attribute and the second data set of
DBLP bibliographical data only has two attributes.
We argue that much richer node attribute informa-
tion is required for tackling the name disambigua-
tion problem effectively.

2. The performance of all the aforementioned methods
depends on accurately estimating K. Although
several clustering algorithm such as X-means [33]
can automatically find the number K based on some
splitting criterion, it is unclear whether such a
method can be directly applied to the name
disambiguation problem.

3. In exiting methods, the data usually only contain
homogeneous nodes and relationships; while in our
problem setting, there may be multiple different
relationships (e.g., CoAuthor and Citation) between
nodes. The types of different relationships may have
different importance for the name disambiguation
problem. How to automatically model the degree of
contributions of different relationships is still a
challenging problem.

1.3 Our Solution

Having conducted a thorough investigation, we propose a

unified probabilistic framework to address the above

challenges. Specifically, we formalize the disambiguation

problem using a Markov Random Fields (MRF) [16], [24], in

which the data are cohesive on both local attributes and

relationships. We explore a dynamic approach for estimat-

ing the number of people K and a two-step algorithm for

parameter estimation. The proposed approach can achieve

better performance in name disambiguation than existing

methods because the approach takes advantage of inter-

dependencies between paper assignments. To the best of

our knowledge, our work is the first to formalize all the

problems for name disambiguation in a unified framework

and tackle the problems together.
The proposed framework is quite general. One can

incorporate any relational features or local features into the

framework, e.g., a feature based on the web search engine

used. The framework can be also extended to deal with

many other problems such as entity resolution in a

relational database [4].
Our contributions in this paper include: 1) formalization

of the name disambiguation problem in a unified probabil-

istic framework; 2) proposal of an algorithm to solve the

parameter estimation in the framework; and 3) an empirical

verification of the effectiveness of the proposed framework.

976 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 24, NO. 6, JUNE 2012

Fig. 1. An example of name disambiguation.



2 PROBLEM FORMALIZATION

2.1 Definitions

In the discussion that follows, we assign six attributes to
each paper pi as shown in Table 1. Such publication data
can be extracted from sources such as DBLP, Libra.msra.cn,
Arnetminer.org, and Citeseer.ist.psu.edu.

Definition 1 (Principle Author and Secondary Author).

Each paperpi has one or more authors Api ¼ fað0Þi ; a
ð1Þ
i ; . . . a

ðuÞ
i g.

We describe the author name that we are going to disambiguate

as the principle author ai
ð0Þ and the rest (if any) as secondary

authors.

We define five types of undirected relationships between
papers (Table 2). Specifically,

. CoPubVenue ðr1Þ represents two papers published
at the same venue. For example, if both papers are
published at “KDD,” we create an undirected
CoPubVenue relationship between the two papers.
Intuitively, two researchers with the same name may
work in different research fields, thus would publish
papers at different venues.

. CoAuthor ðr2Þ represents that two papers p1 and p2

have a secondary author with the same name, i.e.,
A0p1 \A0p2 6¼ �, whereA0p1 denotes the set of authors of
paper p1 excluding the principle author a

ð0Þ
i , i.e.,

A0p1 ¼ Ap1 n að0Þi . Typically, two papers that have many
common coauthors would belong to the same person.

. Citation (r3) represents one paper citing another
paper. It is likely that an author cites his own
previous work. Further, we incorporate latent cita-
tion information as follows: If paper p1 cites papers
p2; p3; . . . ; pn, then we establish undirected pairwise
relationships among all cited papers, in addition to
directed pairwise relationships between p1 and the
cited papers.

. Constraint (r4) denotes constraints supplied via user
feedback. For instance, the user can specify that two
papers should be disambiguated to the same person
or should belong to different persons.

. �-CoAuthor (r5) represents �-extension CoAuthor
relationship. We use an example to explain this
relationship. Suppose paper pi has authors “David
Mitchell” and “Andrew Mark,” and pj has authors
“David Mitchell” and “Fernando Mulford.” We are
going to disambiguate “David Mitchell.” And if
“Andrew Mark” and “Fernando Mulford” also
coauthor another paper, then we say pi and pj have
a 2-CoAuthor relationship.

To make it clear, we explain further about how to

determine whether two papers have a �-CoAuthor relation-

ship. From the entire paper data set, we can construct a

coauthor network, where each node denotes an author

name and each edge denotes a coauthor relationship. For

any two papers p1 and p2, we can obtain their correspond-

ing sets A0p1 and A0p2 by their coauthors. If and only if

A0p1 \A0p2 6¼ �, we say the two papers have a CoAuthor

relationship. For determining a 2-extension CoAuthor

relationship, we construct two coauthor sets A2
p1 and A2

p2

according to the coauthor network. Specifically, A2
p1 is the

set of authors by extending A0p1 with all neighbors of the

authors in A0p1, i.e., A2
p1 ¼ A0p1 [ fNBðaÞga2A0p1

, where NB(a)

is the set of neighbors of node a. Then, we say the two

papers p1 and p2 have a 2-CoAuthor relationship, if and

only if A2
p1 \A2

p2 6¼ �. For determining whether two papers

have a 3-extension CoAuthor relationship, we further

extend A2
p1 to find an author set A3

p for each paper and if

the two sets have an intersection, we say the two papers

have a 3- CoAuthor relationship. The weight of each type of

relationship ri is denoted by wi. Estimation of the value of

different weights will be described in Section 4.
In the name disambiguation problem, some papers may

easily be clustered together or may be assigned together by
the user. These papers will not be partitioned in the
disambiguation algorithm. We describe such group of
papers as cluster atom.

Definition 2 (Cluster Atom). A cluster atom is a cluster in
which papers are closely connected (e.g., the similarity Kðxi,
xjÞ > threshold). Papers with similarity less than the thresh-
old will be assigned to disjoint cluster atoms.

Finding cluster atoms would be greatly helpful to name
disambiguation. For example, we can take the cluster atoms
as the initialization of the disambiguation algorithm. For
finding the cluster atoms, one can use a constrained-based
clustering algorithm or simply use some constraints. In
addition, we define the concept of cluster centroid. Derived
from the clustering analysis, there are typically two
methods to find the centroid of a cluster, the data point
that is nearest to the center of the cluster or the centroid that
is calculated as the arithmetic mean of all data points
assigned to the cluster.

2.2 Name Disambiguation

Given a person name a, we denote publications containing
the author name a as P ¼ fp1; p2; . . . ; png. The publication
data with relationships can be modeled by networks
comprising nodes and edges. We use an adaptive version
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of the so-called informative graph [13] to represent the
publication data. Publications and relationships are trans-
formed into an undirected graph, in which each node
represents a paper and each edge a relationship. Attributes
of a paper are attached to the corresponding node as a
feature vector. For the vector, we use words (after stop
words filtering and stemming) in the attributes of a paper as
features and use the number of their occurrences as the
values. Formally, we can define the publication informative
graph as follows:

Definition 3 (Publication Informative Graph). Given a set of
papers P ¼ fp1; p2; . . . ; png, let rkðpi; pjÞ be a relationship rk
between pi and pj. A publication informative graph is a graph
G ¼ ðP;R; VP ;WRÞ, where each vðpiÞ 2 VP corresponds to
the feature vector of paper pi and wk 2WR denotes the weight
of relationship rk. Let rkðpi; pjÞ ¼ 1 iff there is a relationship
rk between pi and pj; otherwise, rkðpi; pjÞ ¼ 0.

Suppose there are K persons fy1; . . . ; yKg with the name
a, our task is to disambiguate the n publications to their real
researcher yi; i 2 ½1; K�. More specifically, the major tasks of
name disambiguation can be defined as:

1. Formalizing the disambiguation problem. The for-
malization needs to consider both local attribute
features associated with each paper and relation-
ships between papers.

2. Solving the problem in a principled approach. Based
on the formalization, propose a principled approach
and solve it in an efficient way.

3. Determining the number of people K. Given a
disambiguation task (without any prior informa-
tion), determine the actual K.

It is nontrivial to perform these tasks. First, it is not
immediately clear how to formalize the entire disambi-
guation problem in a unified framework. Second, some
graph models, e.g., Markov Random Field [16], are usually
applied to model relational data. However, in the
publication informative graph, the papers might be
arbitrarily connected by different types of relationships.
It is unclear how to perform inference (or parameter
estimation) in such a graph with arbitrary structure. In
addition, estimating the number of people K is also a
challenging task.

3 OUR FRAMEWORK

3.1 Basic Idea

We have two basic observations for the name disambigua-
tion problem: 1) papers with similar content tend to have
the same label (belonging to the same author); and 2) papers
having strong relationship tend to have the same labels, for
example, two papers with coauthors who also author many
other papers. An ideal solution is to disambiguate the
papers by leveraging both content similarity and paper
relationships. This is a nontrivial problem, because most
existing clustering methods cannot well balance the two
pieces of information.

In this paper, we propose a unified framework based on
Markov Random Fields [16], [24]. More accurately, we

formalize both content-based information and structure-
based information into a Hidden Markov Random Field
(HMRF) model as feature functions. The contribution
degrees of the two types of information are formalized as
weights of the feature functions. The importance of different
types of relationships is also modeled as weights of
corresponding feature functions. Solving the HMRF model
includes both estimating the weights of feature functions
and assigning papers to different persons. Such a framework
also offers two additional advantages: first, it supports
unsupervised learning, supervised learning, and semi-
supervised learning. In this paper, we will focus on
unsupervised learning for name disambiguation, but it is
easy to incorporate some prior/supervised information into
the model. Second, it is natural to do model selection in the
HMRF model. The objective function in the HMRF model is
a posterior probability distribution of hidden variables given
observations, which is a criterion for model selection as well.

3.2 Hidden Markov Random Fields

A Markov Random Field is a conditional probability
distribution of labels (hidden variables) that obeys the
Markov property [16]. Many special cases of MRF can be
developed. A Hidden Markov Random Fields is a member
of the family of MRFs and its concept is derived from
Hidden Markov Models (HMM) [15]. A HMRF is mainly
composed of three components: an observable set of
random variables X ¼ fxigni¼1, a hidden field of random
variables Y ¼ fyigni¼1, and neighborhoods between each
pair of variables in the hidden field.

We formalize the disambiguation problem as that of
grouping relational papers into different clusters. Let the
hidden variables Y be the cluster labels on the papers.
Every hidden variable yi takes a value from the set
f1; . . . ; Kg, which are the indexes of the clusters. The
observation variables X correspond to papers, where every
random variable xi is generated from a conditional
probability distribution P ðxijyiÞ determined by the corre-
sponding hidden variable yi. Further, the random variables
X are assumed to be generated conditionally independently
from the hidden variables Y , i.e.,

P ðXjY Þ ¼
Y
xi2X

P ðxijyiÞ: ð1Þ

Fig. 2 shows the graphical structure of the HMRF for the
example in Fig. 1. We see that dependent edges are
provided between the hidden variables corresponding to
the relationships in Fig. 1. The value of each hidden
variable (e.g., y1 ¼ 1) denotes the assignment result. We do
not model the indirect relationships between neighbors,
but the model can propagate the dependencies along with
the relationship.

As HMRF is a special case of MRF, the probability
distribution of the hidden variables obeys the Markov
property. Thus, the probability distribution of the value of
yi for the observation variable xi depends only on the
cluster labels of observations that have relations with xi
[24]. By the fundamental theorem of random fields [16],
the probability distribution of the label configuration Y
has the form
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P ðY Þ ¼ 1

Z1
exp

X
ðyi;yjÞ2E;k

��kfkðyi; yjÞ

0
@

1
A;

Z1 ¼
X
yi;yj

X
ðyi;yjÞ2E;k

��kfkðyi; yjÞ
ð2Þ

and by further restricting the publication data being

generated under the spherical Gaussian distribution, we

have

P ðXjY Þ ¼ 1

Z2
exp

X
xi2X;l

��lflðyi; xiÞ
 !

;

Z2 ¼
X
yi

X
xi2X;l

��lflðyi; xiÞ;
ð3Þ

where fkðyi; yjÞ is a nonnegative potential function (also

called the feature function) defined on edge ðyi; yjÞ and E

represents all edges in the graph; flðyi; xiÞ is a potential

function defined on node xi;�k and �l are weights of the

edge feature function and the node feature function,

respectively; Z1 and Z2 are normalization factors.
To facilitate further discussion, we hereafter use X to

denote the publication set P and use xi to denote the vector

vðpiÞ of the paper pi.

3.3 Disambiguation Objective Function

We define an objective function as the Maximum a-

Posteriori configuration of the HMRF, i.e., by maximizing

P ðY jXÞ. P (X) is usually taken as constant. Therefore,

according to the Bayes rule P ðY jXÞ / P ðY ÞP ðXjY Þ, our

objective function can be defined as

Lmax ¼ logðP ðY jXÞÞ ¼ logðP ðY ÞP ðXjY ÞÞ: ð4Þ

By substituting (2) and (3) into (4), we obtain

Lmax

¼ log
1

Z1Z2
exp

X
ðyi;yjÞ2E;k

��kfkðyi; yjÞ þ
X
xi2X;l

��lflðyi; xiÞ

0
@

1
A

0
@

1
A:
ð5Þ

Essentially, in the above objective function, we use the
two kinds of feature functions, node feature function
flðyi; xiÞ and edge feature function fkðyi; yjÞ, to represent
the attribute information associated with each paper and
the relationship information between papers, respectively.

The edge feature function fkðyi; yjÞ is used to character-
ize the relationship between two papers. Intuitively, if two
papers have a strong relationship and also are similar to
each other, then it is very likely that the two papers will be
assigned to the same cluster. Specifically, the edge feature
function must capture the paper relationships such as
CoPubVenue and CoAuthor (as shown in Table 2) and a
measure of similarity. Thus, we define the edge feature
function as

fkðyi; yjÞ ¼ Kðxi; xjÞ
X
rm2Rij

½wmrmðxi; xjÞ�: ð6Þ

Here, Kðxi; xjÞ is a similarity function between papers xi
and xj;wm is the weight of relationship rm; Rij denotes the
set of relationships between xi and xj; and rðxi; xjÞ denotes
a function of the relationship between xi and xj. The
simplest way to define the relation function rðxi; xjÞ is to
define it with binary values as described in Definition 3.
Here, we further consider a definition which combines the
time information, i.e., r1ðxi; xjÞ ¼ expf�jxi:year� xj:yearjg.
This definition is derived from an observation on the name
ambiguity problem: the CoAuthor and CoPubVenue rela-
tions are often time-dependent, e.g., authors tend to publish
at several focused conferences/journal intensively in a
specific period and coauthors also tend to collaborate with
each other in a specific period.

The node feature function flðyi; xiÞ mainly captures the
attribute information associated with paper xi. The basic
idea here is if the paper is similar to all the other papers in a
cluster, then it is very likely that the paper will be assigned
to the cluster. For this cluster assignment operation, we
define the node feature function as

flðyi; xiÞ ¼ Kðyi; xiÞ ¼ Kð��ðiÞ; xiÞ; ð7Þ

where �ðiÞ is the cluster centroid that the paper xi is
assigned to. Notation Kðxi; �ðiÞÞ represents the similarity
between paper xi and its assigned cluster center �ðiÞ.

Then, putting (6) and (7) into (5), we obtain

Lmax ¼
X

ðxi;xjÞ2E;k
�kKðxi; xjÞrkðxi; xjÞ

þ
X
xi2X;l

��lKðxi; ��ðiÞÞ � logZ;
ð8Þ

where Z ¼ Z1Z2. Without any loss of generality, we
combine the weight of edge feature function �k and the
weight of the relationship wm, and write as � for simplicity.

3.4 Criteria for Model Selection

We use Bayesian Information Criterion (BIC) as the criterion
to estimate the number of people K. We define an objective
function for the disambiguation task. Our goal is to
optimize a parameter setting that maximizes the local
objective function with some given K and find a number K
that maximizes the global objective function.
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fðyi;xiÞ are edge feature and node feature, respectively, and will be
described in the next section.



Specifically, we first consider K ¼ 1, that is, there is only
one person with the given name a. Then, we use a
measurement to determine whether the paper cluster
should be split into two subclusters. Next, for each
subcluster, we again use the measurement to determine
whether to split. The operation repeats until some condi-
tion is satisfied (e.g., no subcluster can be split). In the
process, we call Mh the model corresponding to the
solution with the person number h. We therefore have a
family of alternative models {Mh}, where h ranges from 1 to
n, inclusively.

Now, our task is to choose the best model from {Mh}.
Many measurements can be used for model selection,
such as Silhouette Coefficient [23], Minimum Description
Length (MDL) [34], Akaike Information Criterion (AIC)
[1], and posterior probability estimation [22]. We chose
BIC as the criterion, because BIC criterion is fundamen-
tally similar to other criteria such as MDL and has a
stronger penalty than the other criteria such as AIC,
which is desirable in our problem. Based on these
considerations, we use a variant of the BIC measurement
[22] as the criterion

BICvðMhÞ ¼ log P ðMhjP Þð Þ � j��j
2
� logðnÞ; ð9Þ

where P ðMhjP Þ is the posterior probability of model Mh

given the observations P:j�j is the number of parameters in
Mh (which can be defined in different ways, e.g., the
number of nonzero parameters in the model Mh or the sum
of the probabilities of P (Y )). n is the paper number. The
second part is a penalty to model complexity.

In essence, a BIC score approximates how appropri-
ately the model Mh fits the whole data set. We use this
criterion for the model selection because it can be easily
extended to different situations. For example, conven-
tional clustering algorithms like K-means [27] or X-
means [33] regard the data as independent and thus the
posterior probability P ðMhjP Þ can be simplified to
P ðP jMhÞ according to the Bayesian rule P ðMhjP Þ /
P ðP jMhÞP ðMhÞ by taking the prior P ðMhÞ as uniform.
However, we intend to take advantage of dependencies
between the clustering results. Thus, viewing P ðMhÞ as
uniform is inappropriate. Our definition in (2) considers
the dependencies using a Markov field.

4 PARAMETER ESTIMATION

4.1 Algorithm

The parameter estimation problem is to determine the
values of the parameters � ¼ f�1; �2; . . . ;�1; �2; . . .g and to
determine assignments of all papers. More accurately, we
optimize the log-likelihood objective function (8) with
respect to a conditional model P ðY jX;�Þ.

At a high level, the learning algorithm (cf. Algorithm 1)
for parameter estimation primarily consists of two iterative
steps: Assignment of papers, and Update of parameters �.
The basic idea is that we first randomly choose a
parameter setting � and select a centroid for each cluster.
Next, we assign each paper to its closest cluster and then
calculate the centroid of each paper-cluster based on the

assignments. After that, we update the weight of each
feature function by maximizing the objective function.

For initialization, we randomly assign the value of each
parameter (� and �). For initialization of the cluster
centroid, we first use a graph clustering method to
identify the cluster atoms. Basically, papers with similarity
less than a threshold will be assigned to disjoint cluster
atoms. We greedily assign papers in the described fashion
by always choosing the paper that has the highest
similarity to the cluster centroid u. In this way, we get
� cluster atoms. If � is equal to the number of people K,
then these � groups are used as our initial assignment. If
� < K, we randomly choose another (K-�) papers as the
cluster centroids. If � > K, we group the nearest cluster
atoms until there are only K groups left. We now
introduce in detail the two steps in our parameter
estimation algorithm.

Assignments. In Assignments, each paper xi is assigned
to �ðhÞ to maximize logP ðyijxiÞ

logP ðyijxiÞ / Lxið�ðhÞ; xiÞ
¼

X
ðxi;xjÞ2Ei;Ri;k

�kKðxi; xjÞrkðxi; xjÞ

þ
X
l

�lKðxi; �ðhÞÞ � logZ;

ð10Þ

here Z degrades to a normalization factor on xi only and
can be removed as we only care about the relative score
foracto33 21i6251 0 0 asign 21i3-491.*
[(for6-629.5(differ(on)]TJ
/F3 1 8.09583834 0 TD
(y)Tj
6.6251 0 0 6.6268 285
/Fe)-491.8645 Tm
(i)Tj
/F5 1 Tf
9.4646 0 0 9.4661 153
/Fe7 2113.748 ),
(Þ2)Tj
/F3 1 Tf842.044 0 TD
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6.6251 0 0 6.6255 4131/Fe)-491.8645 Tm
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functions, e.g., sigmoid kernel and radius kernel. However,

they are not very helpful in our current task.
Now, the task is to calculate all parametric terms in (10).

The first two terms in (10) are a polynomial combination of

the similarity function Kðxi; �ðhÞÞ and the relational simi-

larity function Kðxi; xjÞ, which can be calculated. However,

it is intractable to obtain an exact solution of the partition

function, i.e., log(Z), because the marginalization would

take place within the logarithm ðZ ¼ Z1Z2Þ. A few algo-

rithms have been proposed for approximate inference, e.g.,

belief propagation [30] and contrastive divergence (CD)

[19]. We now examine how to approximate the partition

function via contrastive divergence in our disambiguation

objective function.
Based on Jensen’s inequality [21], we can obtain an upper

bound of the negative log-likelihood—log(L) with a Kull-

back-Liebler (KL) divergence

LKL ¼ KLðqkP Þ
¼
X
yi

qðyijxiÞ logðqðyijxiÞÞ �
X
yi

qðyijxiÞ logðP ðyijxiÞÞ

¼ �HðqÞ � logðP ðyijxiÞÞh iqðyiÞ;
ð12Þ

where qðyijxiÞ is an approximation of the distribution

P ðyijxiÞ. :h iq is the expectation under the distribution q.
Maximizing the log-likelihood of the data (5) is equiva-

lent to minimizing the KL divergence (12) between the data

distribution q0 and the equilibrium distribution over the

visible variables, q1, where the first term can be calculated

by the observations with their currently assigned labels and

the second term the probability when we use model

distribution with all possible labels. Again, the obvious

difficulty in the above equation is how to derive the second

term. A Markov chain Monte Carlo (MCMC) method can be

used to estimate the approximation distribution q1ðyijxiÞ
with the start point of MCMC being viewed as q0ðyijxiÞ. To

make the process more efficient, we can use the contrastive

divergence algorithm [19], which approximates the dis-

tribution by several Gibbs sampling steps (or just one step).

Thus, the objective function becomes

LKL ¼ KLðq0kP Þ � KLðq0kP Þ �KLðqlkP Þ
¼ logðP ðyijxiÞÞh iq0ðyiÞ� logðqlðyijxiÞÞ

� �
qlðyiÞ:

ð13Þ

In contrastive divergence learning, instead of minimizing

KLðq0kq1Þ, we minimize the difference between KLðq0kqlÞ
and KLðqlkq1Þ, where ql is the distribution over the “l-step”

reconstruction of the data vectors (i.e., observations) that

are generated after l-step Gibbs sampling. As indicated in

[19], the step l can be simply set as 1 in most cases. (That is,

we can simply consider one Gibbs sampling iteration to

minimize the KLðq0kq1Þ). The procedure of reconstructing

the data vector (i.e., q1) from the distribution q0 is described

in Algorithm 2.

Finally, based on the reconstructed data vector, we can
calculate (13). The stochastic sampling sometimes is time
demanding. To make it more efficient, one can use the
deterministic mean field algorithm [44] to replace the
sampling procedure.

After solving the third term in (10), we can compute the
solution for the whole objective function. Finally, a greedy
algorithm is used to sequentially update the assignment of
each paper. An assignment of a paper is performed while
keeping the other papers fixed. The process is repeated
until no paper changes its assignment between two
successive iterations.

Update. In Update, each cluster centroid is first updated
by the arithmetic mean of the papers contained in it

�ðhÞ ¼
P

i:yi¼h xi

k
P

i:yi¼h xikA
: ð14Þ

Then, by differentiating the objective function with
respect to each parameter �k, we have

@L

@�k
¼ �

X
ðxi;xjÞ2E

Kðxi; xjÞrðxi; xjÞ �
@ logZ

@�k
: ð15Þ

We see that the second term is intractable, because
calculation of Z needs to sum up all possibilities of
assignments of each paper. Again, we start from the KL
divergence objective function (13) and use the CD algorithm
to calculate the derivatives of LKL with respect to �k

@LKL

@�k
¼ @ logðP ðyijxiÞÞ

@�k

� �
q0ðyiÞ
� @ logðqðyijxiÞÞ

@�k

� �
q1ðyiÞ

¼ �
X

ðxi;xjÞ2E
Kðxi; xjÞrðxi; xjÞ �

@ logðqðyijxiÞÞ
@��k

� �
q1ðyiÞ

:

ð16Þ

The first term is the polynomial combination of the
similarity function and the second term can be calculated
after the 1-step sampling (Algorithm 2).

Finally, each parameter is updated by

�newk ¼ �oldk þ�
@L

@�k
; ð17Þ

where � is the learning rate. We do the same for �.
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4.2 Estimation of K

Our strategy for estimating K (see Algorithm 2) is to start
by setting it as 1 and we then use the BIC score to measure
whether to split the current cluster. The algorithm runs
iteratively. In each iteration, we try to split every cluster C
into two subclusters. We calculate a local BIC score of the
new submodel M2. If BICðM2Þ > BICðM1Þ, then we split the
cluster. We calculate a global BIC score for the new model.
The process continues by determining if it is possible to
split further. Finally, the model with the highest global BIC
score is chosen.

One difficulty in the algorithm might be how to find the
best two subcluster models for the cluster C (Line 4). With
different initialization, the resulting subclusters might be
different. Fortunately, this problem is alleviated in our
framework, benefiting from the cluster atoms identification.
In disambiguation, a cluster can consist of several cluster
atoms. To split further, we use the cluster atoms as
initializing centroids and thus our algorithm tends to result
in stable split results.

For the parameter j�j in (9), we simply define it as the
sum of the K cluster probabilities, parameters, and cluster
centroids, i.e.,

XK
i¼1

ðP ðyiÞ þ �ðiÞÞ þ
X
�2�

�: ð18Þ

5 EXPERIMENTAL RESULTS

5.1 Experimental Setting

Data Sets. We evaluated the proposed method in the
context of ArnetMiner.org [40]. We created a data set, which
includes 32 real author names and 2,074 papers. In these
names, some names are only associated with a few persons,
for example “Cheng Chang” is the name of three persons
and “Wen Gao” four; while some names seem to be
popular. For example, there are 25 persons with the name
“Jing Zhang” and 40 persons named “Lei Wang.” Statistics
of this data set are shown in Table 3. Five PhD students
from CS conducted manual disambiguation on all papers of
the 32 author names. A spec was created to guide the
annotation process. Each paper was labeled with a number
indicating the actual person. The labeling work was carried
out based on the publication lists on the authors’ home-
pages and based on the affiliations, e-mail addresses in the
web databases (e.g., ACM Digital Library). We calculated
the Kappa coefficient for the annotated data. The average

Kappa score is 0.82, which indicates a good agreement
between the annotators. For disagreements in the annota-
tion, we applied “majority voting.” The data set will be
online available.1

We also found that the disambiguation results are
extremely unbalanced. For example, there are 286 papers
authored by “Wen Gao” with 282 of them authored by Prof.
Wen Gao from the Institute of Computing at Chinese
Academy of Science and only four papers are authored by
the other three persons named “Wen Gao.”

We generated relationships between papers by string
matching. For example, if both papers are published at
SIGKDD, we created a CoPubVenue relationship between
them. The conference full name (e.g., International Con-
ference on Knowledge Discovery and Data Mining) and its
acronym (e.g., SIGKDD) are considered as the same.

Experimental Design. We use PairewisePrecision, Pair-
wiseRecall, and PairwiseF1 score, to evaluate our method
and to compare with previous methods. The pairwise
measures are adapted for evaluating disambiguation by
considering the number of pairs of papers assigned with the
same label. Specifically, for any two papers annotated with
the same label by the human annotator, we call it a correct
pair. For two papers with the same label predicted by an
approach, but do not have the same label in the human
annotated data set, we call it a mistakenly predicted pair.
Thus, we can define the measures as follows:

PairwisePrecision

¼ #PairsCorrectlyPredictedToSameAuthor

#TotalPairsPredictedToSameAuthor

PairwiseRecall

¼ #PairsCorrectlyPredictedToSameAuthor

#TotalPairsToSameAuthor

PairwiseF1 ¼
2� PairwisePrecision� PairwiseRecall
PairwisePrecisionþPairwiseRecall :

We considered several baseline methods based on K-
means [27], SOM [43], andX-means [33]. The latter was used
to find the number of people K. In these methods, we try to
combine all the features defined in our method. Specifically,
for title, we partition it into a bag of words and generate a
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feature for each word; for conference, we define it as one
feature and the value is the conference name; for author list,
we treat them in the similar way as the title, that is, partition
the author list into authors and define a feature for each
author and the value is binary (indicating existence or not);
while for citations, we also define multiple features and the
value is set as the index of the cited paper. In addition, we
considered two other baseline methods. The first one is based
on hierarchical agglomerative clustering (HAC) on a list of
citations and utilizes a search engine to help the disambigua-
tion task [39], with the same feature definition as defined
above. The other is based on SAClutering [52], which tries to
partition the nodes in a graph into K clusters by using both
structural and attributes information associated to each node.
For fair comparison, in SACluster, we inputted the same
attribute features defined in our approach and the same
relationship information. The only difference is that SAClus-
ter does not differentiate the types of different relationships;
thus, we simply consider all relationships as the same link in
SACluster [52].

We further compared our method with two existing
methods for name disambiguation: DISTINCT [49], a
combination method based on two similarity measures: set

resemble of neighbor tuples and random walk probability;
CONSTRAINT [51], a constraint-based clustering algorithm
for name disambiguation. For fair comparisons, 1) in all
baseline methods and the compared methods, the numberK
for each author name is set as the actual person number; thus,
the performance is the upper bound for the methods; and
2) we do not use user feedback (relationship r4) in our
experiments (as the baselines cannot use the user feedback).

5.2 Experimental Results

5.2.1 Results

We conducted disambiguation experiments for papers
related to each of the author names in the data set. Table 4
shows the results. It can be seen that our method clearly
outperforms the baseline methods for name disambiguation
(þ32:77% over K-Means, þ13:28% over HAC, þ33:21% over
SOM, þ17:57 over SACluster, and þ10:18% over CON-
STRAINT by average F1 score).

The baseline methods suffer from two disadvantages:
1) they cannot take advantage of relationships between
papers and 2) they rely on a fixed distance measure.
Although SACluster considers the relationship between
nodes, it incorporates the relationship information into a
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fixed distance function, thus cannot explicitly describe the
correlation between the paper assignments. Our framework
directly models the correlation as the dependencies
between assignment results, and utilizes an unsupervised
algorithm to learn the similarity function between papers.
We conducted sign tests on the results. The p values are
much smaller than 0.01, indicating that the improvements
by our approach are statistically significant.

Table 6 lists the results of automatic estimation of the
number K (the number in the round brackets is the actual
number). We see that the estimated numbers by our
approach are close to the actual numbers. Table 5 further
lists the average results of our approach with different
settings, where “w/o auto K” represents the result of our
approach with a predefined cluster number K and “w/o
relation” represents the result of our approach without
using relationships (i.e., we set all edge feature function
fkðyi; yjÞ to be zero). We see that the relationship is very
important in our approach. Without the relationships, the
performance of our approach drops sharply (�23:08 percent
by F1 score). This confirms that a model which cannot
capture dependencies between papers would not result in
good performance.

We applied X-means to find the number of people K.
We assigned the minimum number as 1 and maximum
number as n, the same setting as in our algorithm. We
found that X-means fails to find the actual number. It
always outputs only one cluster except “Yi Li” with 2. The
reason might be that X-means cannot make use of the
relationships between papers.

We compared our approach with DISTINCT [49]. We
used person names that were used both in [49] and our
experiments for comparisons. We conducted the experi-
ments on our data set, which is a newer version of data used
in [49]. For example, we have 109 papers for “Lei Wang”
and 33 papers for “Jim Smith,” while in [49] the numbers
are 55 and 19. In addition, we do not consider the
Proceeding Editor relation. Table 7 shows the comparison
results. We see that on average our method clearly outper-
forms DISTINCT (þ8:34% by F1). Moreover, our approach
has the advantage that it can automatically find the number
K, whereas in DISTINCT the number needs to be supplied
by the user. The relations used in DISTINCT and our
approach are different. DISTINCT mainly considers the
author-paper and paper-conference relations, and does not
directly consider the CoAuthor and CoPubVenue relations,
although the two relations can be derived from the paper-
conference and author-paper relations.

5.2.2 Efficiency Performance

We evaluated the efficiency performance of our approach
for the 32 author names on a desktop computer with Intel
Core Duo processor (1.6 GHz). Table 8 lists the CPU time
required for assigning the papers to different authors. We
only list six authors who publish more than 100 papers and
the average time for 100 random names. For most author
names, all the algorithms use less than 1 second. The total
running time of all algorithms is similar with each other.
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5.2.3 Feature Contribution Analysis

We investigated the contribution of the defined features
(including edge and node features) for name disambiguation.
Specifically, we first rank the individual features by their
performance, then add those features one by one in the order
of their disambiguating power. In particular, we first use
CoAuthor, followed by adding Citation, and then CoPubVe-
nue, Paper Title. In each step, we evaluate the performance of
our method. Fig. 3 shows the average Precision, average
Recall, and average F1-score of our method with different
feature combinations. At each step, we observed improve-
ments. We can also see that most of the features (except
CoAuthor) mainly contribute to the improvement of recall,
while the improvement over precision is limited.

5.2.4 Distribution Analysis

We also perform a distribution analysis using a dimension
reduction method [10]. We found that the feature distribu-
tions for all names can be typically categorized into the
following scenarios: 1) publications of different persons are
clearly separated (“Hui Fang”). Name disambiguation on
this kind of data can be solved pretty well by our approach
and the number K can also be found accurately; 2) publica-
tions are mixed together but with a dominant author who
writes most of the papers (e.g., “Bing Liu”); our approach
can achieve a F1 score of 87.36 percent and the discovered
number K is close to the actual number; and 3) publications
of different authors are mixed (e.g., “Jing Zhang”). Our
method can obtain a performance of 91.25 percent. How-
ever, it would be difficult to accurately find the number K.
For example, the number found by our approach for “Jing
Zhang” is 14, but the correct number should be 25. For a
detailed analysis, please refer to [41].

5.2.5 Application Experiments

We applied the name disambiguation to help expert finding,
which is to identify persons with some given expertise or
experience. In particular, we evaluated expert finding with
and without name disambiguation. Specifically, we selected
12 most frequent queries from the query log of ArnetMiner,
and used a pooled relevance judgment [6] together with
human judgments to create a data set for evaluation.
Interested readers are referred to [51], [40] for details of the
experimental setting. We conducted evaluation in terms of
P@5, P@10, P@20, P@30, R-prec, mean average precision
(MAP), bpref, and mean reciprocal rank (MRR). Fig. 4 shows
the results of expert finding. In Fig. 4, EF represents expert
finding using name disambiguation by our method and EF-
NA represents expert finding without name disambiguation.
We see that clear improvements can be obtained by using the
proposed name disambiguation approach.

5.3 Online System

To further demonstrate the effectiveness of the proposed
approach, we have applied the disambiguation method in
the Arnetminer system. Fig. 5 shows a snapshot of the
disambiguation result. The user searches for “Jie Tang” and
the system returns three different persons on the top of the
page and below shows the detailed profile information of
each person. The method runs in an offline mode and so far
the system already generates the disambiguation results for
more than 10,000 person names. Please note that this is an
ongoing project. Visitors should expect the system to change.

6 DISCUSSION

6.1 Connections with Previous Work

We analyze the connection of our framework with several

previous works on disambiguation/clustering.
Connection with K-means: Our framework can describe

relationships between data points whereas K-means [27]
cannot. In essence, our framework uses edge potential
functions to model the relationships. By removing the edge
potential functions from (8), we have

Lmax ¼
X
xi2X;l

�lKðxi; �iÞ � logZ: ð19Þ

By further removing the weight �l for each similarity

function, we obtain a naı̈ve K-means clustering algorithm.
Connection with XX-means: X-means [33] is proposed to

dynamically find the clustering number K. It also employs
BIC for model selection. However, as our model differs in
nature from X-means, the selection process and the
clustering algorithm are also different. The model selection
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method in our framework is similar to that in X-means if
we consider the prior probability P (Y ) uniform, i.e.,
ignoring dependencies between data points. Except for
model selection, X-means itself is similar to K-means.

Connection with the constraint-based disambiguation
method: In constraint-based clustering, e.g., [2], the user can
supply constraints to guide the clustering process. In our
prior work, we have applied it to name disambiguation and
obtained improvements [51], [41]. The usual constraints
include must-link and cannot-link. Must-link means that two
data points must be grouped into one cluster and cannot-link
means two data points must be grouped into different
clusters. We can adapt our framework as constraint-based
clustering by redefining the edge potential function.

Connection with disambiguation using spectral graph
clustering: Spectral graph clustering [12] aims at finding
subgraphs with minimum cut of relationships between data
points. K-way spectral graph clustering algorithm has been
employed for name disambiguation [18]. We can give a
penalty to the linked data pair if they were assigned to
different clusters (i.e., I(i 6¼ j)) in the objective function.
Then, our framework can adapt to this context by removing
the second part from (8)

Lmin ¼ �
X

ðxi;xjÞ2E;R;k
Kðxi; xjÞrkðxi; xjÞ þ logZ: ð20Þ

In essence, this new objective function means that we
ignore the generative probabilities in the HMRFs and only
focus on the dependencies between papers.

Comparing with the previous work, our framework
offers several advantages: 1) In traditional methods, assign-
ments of papers are independent, thus cannot take
advantage of relationships between papers. 2) The pro-
posed framework can be easily extended to semi-super-
vised learning by supplying user feedback. 3) Our
framework can be viewed as a general framework of
several unsupervised methods.

7 CONCLUSION AND FUTURE WORK

In this paper, we have investigated the problem of name
disambiguation. We have formalized the problems in a
unified framework and proposed a generalized probabil-
istic model to the problem. We have defined a disambigua-
tion objective function for the problem and have proposed a
two-step parameter estimation algorithm. We have also
explored a dynamic approach for estimating the number of
people K. Experimental results indicate that the proposed
method significantly outperforms the baseline methods.
When applied to expert finding, clear improvement (þ2%)
can be obtained.

As the next step, it would be interesting to investigate
how to make use of the time information for name
disambiguation, as the ambiguity problem evolves with
the time. Moreover, it is also interesting to study how topic
models like LDA can improve name disambiguation.
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